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#### Abstract

This article is concerned with the existence of nonconstant periodic solutions for nonlinear second-order difference equations. In this paper, the existence of nonconstant periodic solution is obtained by using the critical point theorem and variational frameworks. First, we introduce some appropriate variational frameworks. The existence of nonconstant periodic solutions is equivalent to the existence of critical points of the functional. Second, using critical point theorem, we obtain some critical points, the nonconstant periodic solutions are obtained. The work replenishs a blank of this part.


## 1. Introduction

Let $\mathbb{N}, \mathbb{Z}, \mathbb{R}$ be the set of all natural numbers, integers and real numbers respectively. For $\mathrm{a}, \mathrm{b} \in \mathbb{Z}$, define $\mathbb{Z}(a)=\{a, a+1, a+2, \cdots\}$, when $a \leq b$, define $\mathbb{Z}(a, b)=\{a, a+1, a+2, \cdots, b\}$.

Consider the discrete system,

$$
\begin{equation*}
\Delta\left(p_{n}\left(\Delta x_{n-1}\right)^{\delta}\right)+f\left(n, x_{n}\right)=0 \tag{1}
\end{equation*}
$$

where $\Delta$ is the forward difference operator defined by $\Delta x_{n}=x_{n+1}-x_{n}, \Delta^{2} x_{n}=\Delta\left(\Delta x_{n}\right)$, and $(-1)^{\delta}=-1, \delta>0, f: \mathbb{Z} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous in the second variable, and $F(n, z)$ is defined as $F(n, z)=\int_{0}^{z} f(n, s) d s, p_{T+n}=p_{n}>0$, for some integer $T$. In this paper, we let $v_{1}=\min _{n \in \mathbb{Z}(1, T)}\left\{p_{n}\right\}>0, v_{2}=\max _{n \in \mathbb{Z}(1, T)}\left\{p_{n}\right\}>0$.

We may think of equation (1) as being a discrete analogue of a special case of the second order differential equation

$$
\begin{equation*}
\left(p(t) \varphi\left(u^{\prime}\right)\right)^{\prime}=f(t, u) \tag{2}
\end{equation*}
$$

which has been studied by many authors $[5,8,9]$. In the case of $\varphi(u)=|u|^{\delta-2} u$, equation (2) has been discussed extensively in the literature, we may refer to [9, 10, 12, 13]. When $\delta=1$ and $f(n, u)=q_{n} u$, equation (1) has been investigated by many authors for results on oscillation, asymptotic behavior and boundary value problems [2, 3, 6, 7]. But the results on existence of periodic solutions of nonlinear difference equations are very scare in the literature [4, 15].

Cai Yu and Guo in [4] obtained some new sufficient conditions for the existence of nontrivial solution of equation (1) via critical point method. In that paper, they need such a condition $\lim _{|z| \rightarrow \infty} \frac{f(n, z)}{z^{\delta}}=+\infty \quad$ and $\quad \lim _{|z| \rightarrow 0} \frac{f(n, z)}{z^{\delta}}=0$. Recently,Hongxia Tang and Limei Wei in [1] get some
solution when $\lim _{|z| \rightarrow \infty} \frac{f(n, z)}{z^{\delta}}=0$ is satisfied.
The main purpose in our paper is to establish the variational framework of equation (1) in order to get some nonconstant $T$-periodic solution when $\lim _{|z| \rightarrow \infty} \frac{f(n, z)}{z^{\delta}}=0$ is satisfied.

The main results are as follows:
Theorem 1.1 Suppose $F(n, z)$ satisfies
(C1) $F(n, z) \in C(\mathbb{R}, \mathbb{R})$ for each $n \in \mathbb{Z}$ and there exists a positive integer $T$ such that for all $(n, z) \in \mathbb{Z} \times \mathbb{R}, F(n+T, z)=F(n, z)$.
(C2) there exists a constant $\alpha \in(1, \delta+1)$ such that

$$
\begin{equation*}
0<z \cdot f(n, z) \leq \alpha F(n, z), \forall(n, z) \in(\mathbb{Z} \times \mathbb{R}) \text { and }|z| \neq 0 \tag{3}
\end{equation*}
$$

(C3) there exist constants $a_{5}>0$ and $\gamma \in(1, \alpha]$ such that

$$
\begin{equation*}
F(n, z) \geq a_{5}|z|^{\gamma}, \forall(n, z) \in(\mathbb{Z} \times \mathbb{R}) \tag{4}
\end{equation*}
$$

Then equation (1) possesses at least one nonconstant $T$-periodic solution.

## 2. Some basic lemmas

In order to apply the critical point theory, we introduce some appropriate variational frameworks in this section.

Let $S$ be the set of sequences $x=\left(\cdots, x_{-n}, \cdots, x_{-1}, x_{0}, x_{1}, \cdots, x_{n}, \cdots\right)=\left\{x_{n}\right\}_{n=-\infty}^{+\infty}$, i.e., $S=\left\{x=\left\{x_{n}\right\} \mid x_{n} \in \mathbb{R}, n \in \mathbb{Z}\right\}$. For any $x, y \in S, a, b \in \mathbb{R}, a x+b y$ is defined by $a x+b y:=\left\{a x_{n}+b y_{n}\right\}$, then $S$ is a vector space.

For any given positive integer $T, E_{T}$ is defined as a subspace of $S$ by

$$
E_{T}=\left\{x=\left\{x_{n}\right\} \in S: x_{n+T}=x_{n,} n \in \mathbb{Z}\right\} .
$$

We note that $E_{T}$ can be equipped with the inner product $(\cdot, \cdot)$ and norm $\|\cdot\|$ as follows:

$$
\begin{align*}
& (x, y)=\sum_{j=1}^{T} x_{j} \cdot y_{j}, \forall x, y \in E_{T},  \tag{5}\\
& \|x\|=\left(\sum_{j=1}^{T} x_{j}^{2}\right)^{\frac{1}{2}}, \forall x \in E_{T}, \tag{6}
\end{align*}
$$

It is obvious that $E_{T}$ with the inner product in the (5) is a finite-dimensional Hilbert space and linearly homeomorphic to $R^{T}$.

We define the functional $J$ on $E_{T}$ as follows:

$$
\begin{equation*}
J(x)=\frac{1}{\delta+1} \sum_{n=1}^{T} p_{n+1}\left(\Delta x_{n}\right)^{\delta+1}-\sum_{n=1}^{T} F\left(n, x_{n}\right) . \tag{7}
\end{equation*}
$$

It is easy to see that $J \in C^{1}\left(E_{T}, \mathbb{R}\right)$ and for any $x \in E_{T}$, by using $x_{T}=x_{0}, x_{T+1}=x_{1}$ we can compute the partial derivative as

$$
\frac{\partial J}{\partial x_{n}}=-\Delta\left[p_{n}\left(\Delta x_{n-1}\right)^{\delta}\right]-f\left(n, x_{n}\right), n \in \mathbb{Z}(1, T)
$$

then $x$ is a critical point of $J$ on $E_{T}$ if and only if

$$
\Delta\left(p_{n}\left(\Delta x_{n-1}\right)^{\delta}\right)+f\left(n, x_{n}\right)=0
$$

By the periodicity of $x_{n}$ and $f(n, z)$ in the first variable $n$, we have reduced the existence of periodic solutions of equation (1) to the existence of critical points of $J$ on $E_{T}$. For convenience, we identify $x \in E_{T}$ with $x=\left(x_{1}, x_{2}, \cdots, x_{T}\right)^{T}$.

Denote $W=\left\{x \in E_{T}: x_{i}=v, v \in \mathbb{R}, i \in \mathbb{Z}(1, T)\right\}$ and $W^{\perp}=Y$, such that $E_{T}=W \oplus Y$. Denote the norm $\left\|\|_{r}\right.$ on $E_{T}$ as follows: $\| x \|_{r}=\left(\sum_{i=1}^{T}\left|x_{i}\right|^{r}\right)^{r}$, for all $x \in E_{T}$ and $r>1$. Clearly, $\|x\|=\|x\|_{2}$. Since $\|\cdot\| \mathrm{r}$ and $\|\cdot\|$ are equivalent, so it's easy to get

$$
\begin{equation*}
T^{-1}\|x\|_{r} \leq\|x\| \leq T\|x\|_{r}, \forall x \in E_{T}, \tag{8}
\end{equation*}
$$

Let $X$ be a real Banach space, $I \in C^{1}(X, \mathbb{R})$, that is, $I$ is a continuously Frechet differentiable functional defined on $X$. The functional $I$ is said to satisfy the Palais-Smale condition (P.S. condition for short) if any sequence $\left\{u_{n}\right\} \subset X$, for which $\left\{I\left(u_{n}\right)\right\}$ is bounded and when $n \rightarrow \infty, I^{\prime}\left(u_{n}\right) \rightarrow 0$, then $\left\{u_{n}\right\}$ possesses a convergent subsequence in $X$.

Let $B_{r}$ denote the open ball in $X$ about 0 of radius $r$ and let $\partial B_{r}$ denote its boundary.
Lemma 2.1 (Saddle point theorem [11]) Let $X$ be a real Banach space, $X=X_{1} \oplus X_{2}$ where $X_{1} \neq\{0\}$ and is finite dimensional. Suppose $I \in C^{1}(X, \mathbb{R})$ satisfies the P-S condition and
(I1) there exist constants $\sigma>0$ and $\rho>0$ such that $\left.I\right|_{\partial B_{\rho} \cap X_{1}} \leq \sigma$;
(I2) there exist $e \in B_{\rho} \cap X_{1}$ and a constant $\omega>\sigma$ such that $\left.I\right|_{e+X_{1}} \geq \omega$.
Then $I$ possesses a critical value $c \geq \omega$ and $c=\inf _{h \in \Gamma} \max _{u \in B_{\rho} \cap X_{1}} I(h(u))$, where

$$
\Gamma=\left\{h \in C\left(\bar{B}_{\rho} \cap X_{1}, X\right):\left.h\right|_{\partial \bar{B}_{\rho} \cap X_{1}}=i d\right\} .
$$

## 3. The proofs of main results

## PROOF OF THEOREM 1.1

According to the proof of Theorem 1.1, we know that the functional $J \in C^{1}\left(E_{T}, \mathbb{R}\right)$ has a critical value $c$ and equation (1) has a corresponding solution. $\mathrm{By}(\mathrm{C} 1)$, we see that the zero solution is a constant solution of equation (1). If $x_{n} \equiv z \in \mathbb{R}$ is another constant solution of equation (1), then $f(n, z)=0$. By (3), we have $z=0$. Thus the zero solution is the only constant solution of system (1). Since $J(0)=0$, in order to complete the proof it suffices to show that $J$ has a critical value $c<0$.

Assume that $y^{0} \in Y$ and $\left\|y^{0}\right\|=\eta$ small enough, it holds that

$$
\omega=\eta^{\gamma}\left(a_{5}\left(\frac{1}{T}\right)^{\gamma}-\frac{C}{\delta+1} \eta^{\delta+1-\gamma}\right)>0 .
$$

For any $x=y^{0}+w, w \in W$, we have

$$
\begin{aligned}
-J(x) & =-\frac{1}{\delta+1} \sum_{n=1}^{T} p_{n+1}\left(\Delta x_{n}\right)^{\delta+1}+\sum_{n=1}^{T} F\left(n, x_{n}\right) \\
& =-\frac{1}{\delta+1} \sum_{n=1}^{T} p_{n+1}\left(\Delta y_{n}^{0}\right)^{\delta+1}+\sum_{n=1}^{T} F\left(n, x_{n}\right) \\
& \geq-\frac{v_{2}}{\delta+1} \sum_{n=1}^{T}\left(\Delta y_{n}^{0}\right)^{\delta+1}+\sum_{n=1}^{T} F\left(n, x_{n}\right) \\
& =-\frac{v_{2}}{\delta+1}\left\|\Delta y^{0}\right\|_{\delta+1}^{\delta+1}+\sum_{n=1}^{T} F\left(n, x_{n}\right) \\
& \geq-\frac{v_{2}}{\delta+1}\left\|T \Delta y^{0}\right\|^{\delta+1}+\sum_{n=1}^{T} F\left(n, x_{n}\right) \\
& \geq-\frac{C}{\delta+1}\left\|y^{0}\right\|^{\delta+1}+a_{5}\left(\frac{1}{T}\right)^{\gamma}\left(\left\|y^{0}\right\|^{2}+\|w\|^{2}\right)^{\frac{\gamma}{2}} \\
& \geq-\frac{C}{\delta+1}\left\|y^{0}\right\|^{\delta+1}+a_{5}\left(\frac{1}{T}\right)^{\gamma}\left\|y^{0}\right\|^{\gamma} \\
& =\eta^{\gamma}\left(a_{5}\left(\frac{1}{T}\right)^{\gamma}-\frac{C}{\delta+1} \eta^{\delta+1-\gamma}\right)=\omega
\end{aligned}
$$

This show that $-J$ satisfies the condition (I2), where $C=v_{2} T^{\delta+1} \lambda_{T}^{\frac{\delta+1}{2}}$. For any $y \in Y$

$$
\begin{gathered}
-J(y)=-h(y)+\sum_{n=1}^{T} F\left(n, y_{n}\right) \\
\leq-L\|y\|^{\delta+1}+\sum_{n=1}^{T}\left(a_{3}\left|y_{n}\right|^{\alpha}+a_{4}\right) \\
\leq-L\|y\|^{\delta+1}+a_{3}\|y\|_{\alpha}^{\alpha}+a_{4} T \\
\leq-L\|y\|^{\delta+1}+a_{3} T^{\alpha}\|y\|_{2}^{\alpha}+a_{4} T \\
\rightarrow-\infty .
\end{gathered}
$$

So there exists a sufficiently large constant $\quad \rho>0$ such that $-J(y) \leq \omega-1$ for $y \in Y$, $\|y\|=\rho$. Which implies that $J$ satisfies the condition (I1). Therefore $-J$ possesses a critical value $c \geq \omega>0$. The proof of Theorem 1.1 is complete.
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